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STATISTICS - GENERAL

Paper : GEICC-Z

(Elementary Probability Theory)

Full Marks : 50

The.figw'es in the margin inclicote full marks.

Candidates are reqtrired to give their answers in their own words
as for as procticable.

All notations and symbols have their usttal meaning.

Answer question nos. l, 2 and any three questions from question nos. 3 to 7.

1. Ansr,ver uny Jive of the follou,ing : 2x5

(a) State trvo limitations of the classical definition of probability.

(b) X has pdf-/'(r') - 4.t3; 0 < -r < 1. Find the cdf of X.

(c) If P(lr) = \, P(.q) = I and P(.Ata.4r) = l.then find P( Ai ) Ai ) .

(d) The mean of'a s-vmmetric binomial distribution is 5. What is its r,ariance?

(e) A Poisson distribution 1-ras double rnode at ,Y: 2 and X - 3. What is the coefficient of variation of
the dist4bution?

(0 x-R(o, 9) Find E(.\1.

(g) Write the points of inflection tbr N(2, 8) distribution.

(h) In how many different w.ays 10 apples can be divided among 5 people?

2. Answer ony two ol the foilowing : 5x2

(a) Write a short note on statistical definition of probability.

(b) Find the mean and variance lor Poisson (2),) distribution.

(c) Show that lbr the exponential distribution def ined by the pdf

[0"-". .r>o/t.r't-1"" " :0>0.
|.0. otherwise

' P(X> m+ nlX> n): P(X > nt').
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3. (a) Define Mutually Exclusive and Independent Events with exan-rple.

(b) There are two events A and B such that P(A)>0 and P(B)>0. Prove that A and.B cannot be
independent if they are mutually exclusive.

(c) Find the mean and variance of a discrete uniform distribution. 4+2+4

I a I4. (a) Let-Y- Binomial (n,p). Pror,e that [,.-p1 : pQ]ryt,._r+;V, l, ri,here .ir, is the rth order central
Lapl

moment.

(b) (i) Write Axiomatic definition of probability.

(ii) Prove P(A U B) - P(A) + P(B) P(A ) B) by using the axioms only. 6+(2+2)

5. (a) State and prove Bayes' Theorem.

(b) The chance that doctor I rvi1l diagnose a disease X correctly is 60%. The chance that a patient
wili die by his treatment after correct diagnosis is 40% and the chance of death by rvrong diagnosis
is 1}oh. A patient of doctor l, u.ho had disease X, died. What is the chance that his disease was
diagnosed cor:rectly? 5+5

(a) Define discrete and continuous random variables with example.

(b) Find the mode and one measure of skewness of a normal distributlon r.vith mean 'pr' and variance.ot j, t-i li

The pmf of a random vanable .Y rs

lbrr=0

, lbr,t - 1

lbr-r=2
othenvise

Deten-r-rine the value ol k.

Find P(I> 0 lx< 2).

Find expectation and variance of }i 4+2+(2+2.)

6.

7.

(a)

(b)

(c)

f,,l

lr,
lzt/(x)=l
l4k
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